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Abstract — This research addresses privacy concerns in smart meter data. Smart meter data is analyzed for learning normal consumer usage of electricity. Clustering technique such as Fuzzy C-Means is used to disaggregate and learn energy consumption patterns in smart meter data. Results of experimentation with real world meter data demonstrate that it is realistically possible to profile the electricity consumption behavior of consumers analyzing their usage captured by smart meters.
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I. INTRODUCTION

Smart grid is the aggregation of digital technologies, electric grid, bulk generation, transmission and distribution lines, service providers, “smart” devices, customers, and markets [3]. Smart devices have several advantageous properties like adaptability according to the customer’s preferences, scalability and collaborative synchronization allowing customers to adjust daytime/nighttime energy consumption in accordance with their inclinations. A smart meter is a control component of advanced and reliable smart grid technologies. Generally, smart meters are energy monitoring devices allowing consumers to have access to their energy consumption 24/7 by means of wireless technologies and two-way communications between the main system and the meters [3]. It is essential to keep smart meter traffic secure because, by compromising smart meters, attackers can replace real data with fraudulent ones or, for example, disconnect customers from electricity supply. This research addresses the privacy concerns in smart meter data. We analyze smart meter data for learning normal consumer usage of electricity. The acquired knowledge is then used to disaggregate energy consumption using clustering technique to identify specific usage behavior. We believe addressing disaggregation techniques can aid in smart meter data forgery problem.

This paper is structured as follows. In section 2: Background describes different attacks and defenses associated with smart meter data, introduces the clustering technique used and describes the experimental dataset. In section 3, we describe the disaggregation approach. Section 4 describes the experiments and results. In section 5, we summarize this research and conclude with future direction.

II. BACKGROUND

A. Attacks in Smart Meters

There have been several types of notable attacks (both theoretical and demonstrated) aimed at compromising smart meters. Some of these are:

1) Denial of service attacks that compromise smart meters such that they are not capable of responding to any request sent by a customer or energy supplier. It is accomplished through smart grid network exhaustion or tempering with the routing of the smart meter traffic [11].

2) False-data injection attacks that introduce arbitrary and/or certain errors inside a normal smart meter traffic activity causing invalid measurements that are unacceptable in a smart grid network [13]. In addition, the researchers in [13] show that these types of attacks can be implemented even if an attacker is limited to accessing smart meters or has restricted resources for fulfilling the attack.

3) De-pseudonymization attacks that compromise anonymization and privacy of smart meter data [12].

4) Man-in-the-middle attacks where rogue agents can place themselves in between consumer and energy company by compromising Wi-Fi technologies used all over a smart grid network [14].

5) Meter spoof and energy fraud attack can occur by gaining the smart meter ID through physical access [11].

6) Authentication attacks where attackers can authenticate as valid user are possible with physical access to smart meter where user authentication password can be obtained via a direct connection to the EEPROM storage. Also, that fact that utility companies typically use the same password for many smart meters makes this attack more costly [11].

7) Disaggregation attacks for profiling customer energy consumption behavior [8].

B. Clustering with Fuzzy C-Means

Researchers have applied several machine learning techniques to detect attacks in a smart grid network [15, 16, 17]. Clustering is one of the most common methods of unsupervised learning for examining and grouping data with respect to their particular characteristics. In unsupervised learning there are no predefined groups or examples to guide the clustering process. Clusters are generated as groups with unique property. Objects/instances inside a cluster are more similar to each other than to any other objects/instances from
the rest of the clusters found in the data set [1]. There are many various kinds of clustering algorithms that have been applied in diverse areas of computer science.

Fuzzy clustering takes into account uncertainty in real data and allows objects to be part of more than one cluster. In our research, we have employed fuzzy c-means clustering technique because of its demonstrated ability to identify clusters in a flexible manner. One of the most unique features of the fuzzy c-means clustering is that all of the instances in the data set belong to each cluster to a certain degree/extent [2]. Fuzzy c-means clustering is typically used for classifying complex data sets like time series data streams [1].

Fuzzy c-means (FCM) clustering split data into clusters in such a manner that each instance belongs to a cluster to an extent defined by a similarity measure that is usually represented by the Euclidean distance. FCM is aimed at minimizing the following function [2, 5]:

$$J_m = \sum_{i=1}^{N} \sum_{j=1}^{C} u_{ij}^m \|x_i - c_j\|^2, \quad 1 \leq m < \infty,$$

where $u_{ij}$ is the degree of membership of $x_i$ in the cluster $j$, $x_i$ is the $i$-th of $d$-dimensional measured data, $c_j$ is the $d$-dimensional center of the cluster, and $\|\cdot\|$ is any norm expressing the similarity between any measured data and the center. Fuzzy partitioning is carried out through an iterative optimization of the objective function shown above, with the update of membership $u_{ij}$ and the cluster centers $c_j$ by [2, 5]:

$$u_{ij} = \frac{1}{\sum_{k=1}^{C} \frac{\|x_i - c_k\|^2}{\|x_i - c_j\|^2}^{\frac{1}{m-1}}}.$$

$$c_j = \frac{\sum_{i=1}^{N} u_{ij}^m x_i}{\sum_{i=1}^{N} u_{ij}^m}.$$

This iteration will stop if $\max_j \left\| u_{ij}^{(k+1)} - u_{ij}^{(k)} \right\| < \varepsilon$, where $\varepsilon$ is a termination criterion between 0 and 1, and $k$ are the iteration steps. This procedure converges to a local minimum or a saddle point of $J_m$.

The algorithm can be represented as the following [2, 5]:

1) Initialize $U=[u_{ij}]$ matrix, $U^{(0)}$
2) At $k$-step: calculate the centers vectors $C^{(k)}=\{c_j\}$ with $U^{(k)}$
3) $c_j = \frac{\sum_{i=1}^{N} u_{ij}^m x_i}{\sum_{i=1}^{N} u_{ij}^m}$
4) Update $U(k)$, $U(k+1)$
5) $u_{ij} = \frac{1}{\sum_{k=1}^{C} \frac{\|x_i - c_k\|^2}{\|x_i - c_j\|^2}^{\frac{1}{m-1}}}$
6) If $\left\| U^{(k+1)} - U^{(k)} \right\| < \varepsilon$, then STOP; otherwise return to step 2

### C. Cluster Validation with Xie and Beni validation index

Cluster validation techniques play an important role in assessing quality of generated clusters. The main objective of cluster validation is to evaluate clustering results to find the partitioning that best fits the underlying data. Among the validity indices suitable for fuzzy clustering, a notable one is Xie and Beni validation index which takes into account membership values of instances in clusters measured by geometric distance measure and distance between cluster centroids and the dataset itself [6]. This index demonstrates good performance in comparison with some other validation indices directed to identifying optimal number of clusters [7].

The Xie and Beni validation index is aimed at determining the minimum of the following function [6], where $n$ – is the total number of instances:

$$V_{XB}(U;X) = \frac{\sum_{i=1}^{n} \sum_{j=1}^{C} u_{ij}^m \|x_i - c_j\|^2}{n \left( \min_{j} \|c_j \| \right)}.$$

### D. Smart Meter Data

Unfortunately there is little availability of freely accessible smart meter data including energy consumption traces and other pertinent information representing smart meters’ behavior inside a network – making research in smart meter security very difficult. As an alternative, researchers have been making use of various kinds of simulators like GridLAB-D, GridSim, or IEEE 300-bus. However, these simulators do not support implementing attacks inside the virtual environment for testing countermeasures [18, 19]. Fortunately, we were able to access and work with real smart meter data – courtesy of the Irish Social Science Data Archive Center [4]. The representative samples contain smart meter data from 5,000 residential consumers and 650 businesses collected over almost two years. The energy consumption information is collected by smart meters every thirty minutes. This massive data is stored in six files with over 24 million lines each. Every line in the files contains three values: (1) smart meter ID, (2) encoded date/time, and (3) value of the consumed energy in kW/h.

### III. APPROACH

For disaggregation of the smart meter data, we conduct clustering with Fuzzy c-means and validate the clusters with Xie and Beni validation index. However to make this process efficient by preprocessing the massive dataset, application of indexing and compressing techniques were necessary.

#### A. Indexing and compressing algorithms

For providing fast access to individual smart meter data, we have employed indexing and compressing algorithms used in the information retrieval systems. As index, combination of meter IDs and line numbers locating the corresponding meter IDs were used. For compressing the index, we have utilized gamma- and delta- codes widely used in information retrieval systems [20].
B. Block scheme of our approach

The procedure starts with loading the existing index of meter IDs into the application. Then, after selecting a particular meter ID, the time series is loaded and analyzed for identifying the mean values of energy consumption per half an hour, distribution of the values over time, and clusters. The minimum number of clusters is set to 4 because, after reviewing the whole data of the customer under consideration, we have noticed that his/her energy consumption values have at least 4 distinct levels. The algorithm splits data into clusters, calculates the Xie and Beni validation index for the current set of clusters, and then decides whether it should increment the current number of cluster and continue dividing the data into clusters or not. Figure 1 illustrates the procedure of analyzing smart meter data as a whole.

IV. EXPERIMENTS AND RESULTS

Several experiments were conducted, implementing both statistical and clustering analysis. We have streamlined an application for conducting the experiments and detecting observable patterns in smart meter data.

A. Statistical analysis

When a three-day data sequence for one of the meters (Figure 2) is observed, we can notice that there is a certain pattern of energy consumption behavior. Here axis X denotes date/time of the measurement, and axis Y denotes energy consumption value in kW/h. From these observations, it can be inferred that the consumer is a service providing business (like a store/eatery) rather than a household as the energy consumption is at its peak consistently between 8:30 A.M. until 10:00 P.M. (Figure 3).

B. Clustering analysis

While experimenting with FCM clustering algorithm, for a similarity measure, time and the value of the energy consumed is used. Figure 4 depicts the Xie and Beni validation index metric (Y axis) depending on the number of clusters (X axis). This graph represents energy consumption for a single customer randomly chosen from the dataset.

Analyzing Figure 4, it can be inferred that the optimal number of clusters for that particular customer equals 5 because this measure has the minimum value of the Xie and Beni validation index. Figure 5 represents the second cluster found for that particular customer, whereas Figure 6 shows the forth cluster (the value of the consumed energy varies from 0.358 to 0.548 kW/h) for the same. We are unable to share results of all 5 clusters found here due to space constraints.

Figure 5 shows that the value of the consumed energy varies from 0 to 0.1 kW/h between 1 A.M. to 8 A.M. Therefore, it can be inferred that during that time the customer does not usually use any appliances maybe because, if it is a residential home, customer sleeps at that time or, if it is a business, nobody is active at that period of time.
V. CONCLUSION

In this research, disaggregation analysis on smart meter data was conducted by applying fuzzy c-means clustering. We have demonstrated that with access to customer energy consumption data, one can apply disaggregation techniques for inferring consumers’ energy usage profile. Knowledge gained such way can be abused in undesirable ways, for example, time frame between when the costumer leaves and returns home offers opportunities for home invasion, marketing by phone, or even children behavior profiling [8, 9, 10]. On the other side, utility companies can use such knowledge to detect abrupt changes in consumer profile, suspecting energy fraud.

Currently, we are investigating solutions to address privacy issues of smart meter data communication, secure data communication, particularly storage protection of cryptographic keys. We hope to contrive a suite of different protection mechanisms for effective smart meter security. In addition, we have been working on applying machine learning techniques for learning normal behavior of energy consumption and identifying abnormal activities, heading towards the energy fraud detection.
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